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• Selecting a representative memory is critical to replay-based continual learning methods.

• The agent updates both the memory and the model based on the instant observation,
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• Challenges
• The purely online constraint calls for both effectiveness and efficiency.

• To select a representative memory needs to deal with data imbalance.

• ℳ should contain the most information about the underlying function.
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• Surprise: find “surprising” data points

Memorable Information Criterion

Outlier Unfamiliar

𝑠!"#$ 𝑥⋆, 𝑦⋆ ;ℳ = − log 𝑝(𝑦⋆|𝑦ℳ)
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• Learnability: avoid “harmful” outliers

Memorable Information Criterion

Still Unpredictable! It is Learned!

𝑠!"#$% 𝑥⋆, 𝑦⋆ ;ℳ = log 𝑝(𝑦⋆|𝑦⋆, 𝑦ℳ)
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• Surprise finds unfamiliar points.

• Learnability avoids outliers.

Memorable Information Criterion
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• InfoRS: a modification of Reservoir Sampling (Vitter, 1985) to select informative points only.

Information-theoretic Reservoir Sampling
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Continual Learning Experiments

Improved robustness against data imbalance Minimal Computational Overhead
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Thanks! 
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Improved robustness against data imbalance in online memory selection 


